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Experimental session
● Survey
● BIND 9 DNS server

● as an example project
● Discussion
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Survey
 

https://ec.europa.eu/eusurvey/publication/
RIPE88OpenSourceWGSurvey
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Survey
● What makes a project trustworthy?

● "Software you consider mission critical in your 
deployment"

● Secure deployment practices
● Risk mitigation practices
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Survey
● Audience – bias
● Operators "who care"
● Presumably experts

● RIPE Open source WG
● RIPE DNS WG
● dns-operations list @ DNS-OARC
● Internet Systems Consortium's public channels

● 71 answers
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Mission critical software

DHCP

SDN controller

VPN

operating system

No Answer

e-mail

routing

web

DNS

0 % 20 % 40 % 60 % 80 % 100 %

0 %

1 %

1 %

1 %

3 %

4 %

11 %

13 %

65 %
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How do you build confidence? #1

history of CVEs

there is more than one regular committer

we conduct thorough testing of the software

versions are maintained for long enough

the software is already familiar to me

releases are frequent/recent enough

active and helpful mailing list

documentation

0 % 20 % 40 % 60 % 80 % 100 %

23 %

35 %

35 %

44 %

48 %

55 %

56 %

63 %
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How do you build confidence? #2

badges on the project's homepage

published roadmap

software development process

project test suite

adequate packaging options

financial sponsors of the project are identified

popularity (e.g. stars on GitHub)

number of open, unresolved issues

0 % 20 % 40 % 60 % 80 % 100 %

1 %

7 %

11 %

13 %

13 %

17 %

20 %

23 %
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How do you verify signatures?

don't know

no

check that .sig files match the tarball

make sure there is a PGP-verified path to the signature

package manager software does that automatically

0 % 20 % 40 % 60 % 80 % 100 %

4 %

10 %

11 %

24 %

51 %
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Do you inspect source code?

yes - with automated checks

don't know

yes - manually

no

0 % 20 % 40 % 60 % 80 % 100 %

3 %

6 %

20 %

75 %
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How do you install software?

install packages from a third party

install packages from support organization

compile from source

install packages from the project

install packages from OS

0 % 20 % 40 % 60 % 80 % 100 %

3 %

6 %

18 %

24 %

49 %
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How do you mitigate upgrade risks?

other
never deploy a .0 version

wait couple of maintenance releases
wait to see other users' reactions

have support contracts
check for outstanding CVEs

incremental deployment
test internally

only deploy stable versions
can rollback deployments easily

0 % 20 % 40 % 60 % 80 % 100 %
6 %

10 %
13 %

15 %
18 %

25 %
30 %

56 %
59 %

68 %
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don't know

run the unit tests included with the 
source distribution

test in lab with a copy of real traffic

run some tests we developed

test in lab with an artificial load

test in production - it's been fine so far

0 % 20 % 40 % 60 % 80 % 100 %

3 %

10 %

34 %

39 %

42 %

46 %

How do you test before production?
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A DNS server – example project
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BIND 9 in numbers
First commit 1998 26 years ago!
C code 263 000 lines (w/o tests or comments)
Automake 3 143 lines
Autoconf 1 839 lines
M4 1 626 lines
# of authors 50+ in the current codebase
# config knobs 325+ some are context dependent
# CVEs 130 mostly DoS

* attribution of old code is hard – squash & merge model
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Existing code – audit
● Who knows what's in there?!

● 26 years!
● Security audit in 2023

● https://www.isc.org/blogs/2024-bind-audit/
● 1 CVE, 2 medium severity, 6 low, 23 "nits" …

● Low-level bugs
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Audit limits
● No DNS-protocol level bugs found

● By auditors – non-DNS experts
● Meanwhile … 

CVE # Short Description
2023-50868 Preparing an NSEC3 closest encloser proof can exhaust CPU resources
2023-50387 KeyTrap - Extreme CPU consumption in DNSSEC validator
2023-6516 Specific recursive query patterns may lead to an out-of-memory condition
2023-5680 Cleaning an ECS-enabled cache may cause excessive CPU load
2023-5679 Enabling both DNS64 and serve-stale may cause an assertion failure … 
2023-5517 Querying RFC 1918 reverse zones may cause an assertion failure when … 
2023-4408 Parsing large DNS messages may cause excessive CPU load



19
history of CVEs

there is more than one regular committer

we conduct thorough testing of the software

versions are maintained for long enough

the software is already familiar to me

releases are frequent/recent enough

active and helpful mailing list

documentation

0 % 20 % 40 % 60 % 80 % 100 %

23 %

35 %

35 %

44 %

48 %

55 %

56 %

63 %

BIND 9 vs. survey – CVEs



20

Self-imposed policies
● Coding & review procedures
● OpenSSF software quality badge

● Lots of non-technical requirements
● ISC software defect and security vulnerability disclosure
● ISC CVSS scoring guidelines
● A lot of invisible work

https://gitlab.isc.org/isc-projects/bind9/-/blob/main/doc/dev/dev.md#testing
https://www.bestpractices.dev/en/projects/299
https://kb.isc.org/docs/aa-00861
https://kb.isc.org/docs/isc-cvss-scoring-guidelines
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BIND 9 vs. survey – processes

badges on the project's homepage

published roadmap

software development process

project test suite

adequate packaging options

financial sponsors of the project are identified

popularity (e.g. stars on GitHub)

number of open, unresolved issues

0 % 20 % 40 % 60 % 80 % 100 %

1 %

7 %

11 %

13 %

13 %

17 %

20 %

23 %
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BIND 9 new code
● Peer review in GitLab

● Very few external contributions
● Automated tests

● Continuous integration in GitLab
● Extra things "on side"
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Automated tests
● Unit tests
● Integration
● Fuzzers
● Interoperability
● Stress
● Performance …

GCC Code Coverage Report
Metric Coverage
Lines 77.1 %
Functions 85.5 %
Branches 55.6 %

incl. 12 204 assertions,
65.3 % without them
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Continuous integration
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BIND 9 vs. survey – tests

badges on the project's homepage

published roadmap

software development process

project test suite

adequate packaging options

financial sponsors of the project are identified

popularity (e.g. stars on GitHub)

number of open, unresolved issues

0 % 20 % 40 % 60 % 80 % 100 %

1 %

7 %

11 %

13 %

13 %

17 %

20 %

23 %
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Peer review
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Peer review
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Release … err, try again …
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Automated tests – limits
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Peer review – limits

The matrix is square! It must be fine!
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BIND 9 Release process
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BIND 9 release process
● Check list of changes that went in (again)
● Polish docs
● Run tests (again)
● Generate tarball

● Check reproducibility
● Sign
● Publish
● Build packages
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BIND 9 tarball checks
● Git  tarball reproducibility⇒

● https://gitlab.isc.org/isc-projects/BIND 
9/-/blob/main/util/release-tarball-comparison.sh

● 100 lines
● easy enough for independent review
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BIND 9 tarball signing
● Dedicated VM

● takes tarball from Gitlab
● requests GPG signature

● Signer – person
● SSH into the VM
● forwards GPG agent socket
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don't know

no

check that .sig files match the tarball

make sure there is a PGP-verified path to the signature

package manager software does that automatically

0 % 20 % 40 % 60 % 80 % 100 %

4 %

10 %

11 %

24 %

51 %

BIND 9 vs. survey – signatures
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BIND 9 package build
● Our RPM packages build in Gitlab
● Copr, Launchpad, Docker, etc. – manual
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install packages from a third-party

install packages from support organization

compile from source

install packages from the project

install packages from OS

0 % 20 % 40 % 60 % 80 % 100 %

3 %

6 %

18 %

24 %

49 %

BIND 9 vs. survey – packages
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BIND 9 team vs. survey

Team 
priority

Survey 
priority

CVE frequency #1 # 8
CI & automated tests #1 # 11
code reviews & standards #1 # 13
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Discussion
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Thank you!
•Main website: https://www.isc.org
•Software downloads: 

https://www.isc.org/download or 
https://downloads.isc.org
•Presentations: https://www.isc.org/presentations
•Main GitLab: https://gitlab.isc.org

https://www.isc.org/
https://www.isc.org/download
https://downloads.isc.org/
https://www.isc.org/presentations
https://gitlab.isc.org/
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